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BLG453E COMPUTER VISION
Fall 2021 Term

Istanbul Technical University
Computer Engineering Department

Instructor: Prof. Gozde UNAL

Teaching Assistant: Yusuf Hiiseyin SAHIN

In this week’s notes: some slides are from: the notes of Dr. Richard Alan Peters Il, some are from Dr. Greg Slabaugh

Week 1-2 Topics and Learning Objectives:
Introduction to Computer Vision

Pointwise Image Processing

Image Intensity Transformations, Image Histograms,
Image Enhancement

At the end of Week 1-2: Students will be able to:

1. Discuss the main problems of computer (artificial) vision, its uses and
applications

2. Design and implement various image transforms: point-wise transforms,

neighborhood operation-based spatial filters, and geometric transforms over
images




What is an image?
An image is multi-dimensional signal that measures a physical quantity.

Multi-dimensional
» 2D: Image (as a function of x and y)
» 3D: Video (as a function of x, y, and {)
* (others, e.g. CT, MRI)

Physical quantity
» Typically brightness for standard photographs
» Many other possibilities (temperature, depth, acoustic properties, etc.)

Digital photo Thermal image Ultrasound video

Multi-dimensional function

Mathematically, an image is a multi-dimensional function. For example, a
grayscale image can be expressed a mapping from the set of real numbers in

2D space to the set of real numbers (brightness).
We could write X
I:R* =R
Or simply
I(z,y)

Where x and y are the spatial variables, and
I is the intensity

1200, 400) = 178
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Camera

Typical components

» Aperture to let light in
* Lens

» Photosensitive image plane
» Housing to keep stray light out

Pentgprism

Aperture

Path of the light

Pinhole camera

» All light passes through a single point, known as the centre of projection.
» On the other side of the camera is film that captures striking light.
» This creates a perspective projection.




Pinhole camera model

This can be modelled mathematically
*  Whilst simple, the model is reasonably realistic
» Deviations occur due to lenses that create distortions

Camera coordinates

Pinhole camera model (extra material)

<

Z (distance to camera in 3D)

y (height in image) | ~~__ z
«— f —>i
; Y (height in 3D)
y_Y _fY
By similar triangles, f Z o Y7 A

= As Zincreases, y decreases (i.e., farther away objects appear smaller!)
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Pinhole camera model (extra material)

More generally, we can encode this projection using matrix / vector notation,

x =KX
x fr s ¢ X
y|=10 f, ¢ Y
w 0 0 1 Z

where fz, f, are the focal lengths in x and y

¢z, ¢y are the centre of the image, and
s is a skew (typically 0)

K is known as the intrinsic camera matrix

9
Let’s multiply it out... (extra material)
x fo s ][ X foX +8Y + ¢, Z
y|=10 f, ¢ Y | = 1Y +c,Z
w 00 1]|~Z Z
T r faX+sY4c Z
Z
y — ny;cyZ
w i 1
= Fundamentally, perspective projection is a “divide by Z (depth)”
Nice reference (with a WebGL app): http://ksimek.github.io/2013/08/13/intrinsic/
10
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http://ksimek.github.io/2013/08/13/intrinsic/

From light to pixels

of pixels comprising the image.

TURNING LIGHT INTO
ADIGITALFILE

How your digital camera converts
captured light intoimage pixels

LLLLL

Subject

www.digitalcameraworld.com

The light impinging on the image sensor is a continuous signal. This is
converted to a digital signal through sampling and quantisation, to form a set

11

Digital image

size of the image, in pixels (in width and height).

A digital image is a collection of pixels, arranged on a 2D grid. Each pixel
stores colour information comprising the image. The image resolution is the

12
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Sampling

Sampling converts a continuous signal into a discrete one. The light impinging
the image plane is a continuous signal in x and y. In a digital camera, this
signal is sampled on a regular grid.

The sampling rate determines the resolution.

13

Well-known devices (2017)

Smart phone 1 Smart phone 2 HDTV

display
Rear camera Rear camera 1920x1080 ~ 2 MP

3264 x 2448 ~ 8 MP 5312 x 1988 ~ 16 MP

MP: mega pixels

14

10/14/21



Quantisation

Quantisation limits the values a pixel can have to a finite set.
For example, in a greyscale image, one normally uses 8 bits per pixel, so there
are 28 = 256 different intensities, normally represented in the range [0, 255].

8 bits per pixel 4 bits per pixel 1 bit per pixel
28 = 256 shades 24 =16 shades 21 =2 shades
binary image
15
Quantisation
In standard colour photographic images, one uses 8 bits for each colour channel
(red, green, blue), or 24 bits per pixel. That means there are 224 possible
colours for a pixel. This is roughly 16.7 million colours!
24 bit Color
Red = 8 bits Green = 8 bits Blue = 8 bits
16
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Color filter array and demosaicing

Light captured by digital cameras is usually binned into separate red, green, and
blue values using a colour filter array, often made of a GRBG pattern called the

Bayer pattern. A demosaicing algorithm interpolates the data so that each pixel

has a red, green, and blue (RGB) value.

Mosaic Demosaiced image

Light

Lig

© 2003 Vincent Bockaert 123di

Color Filter Array Sensor

https://www.youtube.com/watch?v=2-stCNB8|T8

17
Color
Color images typically have three color channels corresponding to the amount
of red, green, and blue present at each pixel.
Combining them together produces the final color.
18
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https://www.youtube.com/watch?v=2-stCNB8jT8

RGB color space

*  Has its origin in colour television, now used in displays (flat panels, phones)
»  Additive mixing or red, green, and blue light form the final colour
* RGB is a colour space
— Red axis, green axis, blue axis
—  Values typically in the range from 0 (none) to 255 (full colour) along each
axis
— Acolour is a point in this space, represented as a vector [r, g, b]"

g

4

19

RGB color

RGB uses additive color mixing, because it describes what kind of light needs
to be emitted to produce a given color. Light is added together to create form
from out of the darkness.

Colour Component Colour Common Name

R G B green

0 0 0 Black

0 0 255 Blue

0 255 0 Green

0 255 255 Cyan magenta
255 0 0 Red

255 0 255 Magenta

255 255 0 Yellow

255 255 255 White

= Of course, one can have values, like [255, 127, 0] -- orange

20
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HSV Color Space

* Transforms the color space to be more intuitive and perceptually relevant than RGB,
using a cylindrical coordinate system.
— H (hue) corresponds to the discernible color based on the dominant wavelength
— S (saturation) corresponds to the vividness of the color. Low saturation means a
grayscale color in the centre of the cylinder.
— V (value) corresponds to brightness.
= For example, a bright red color has a red hue, full saturation, and high value.

Other color spaces exist such as CIE LAB. In this course, we’'ll mainly work in RGB color
space, however, you may be required to transform to other spaces such as HSV.

21

HSV channels

Original image

| Q: Which one of the following do you think is Hue channel? |

22
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Color (RGB) Image

Other common image types |

RGBD

 In addition to a colour image (RGB),
acquires a depth image (D), which represents
distance from each pixel from the camera

Depth Image

Volumetric images

» Image data stored as voxels (small cubes, or 3D
pixels). Examples include computed tomography
(CT) or magnetic resonance (MRI)

Video
*+ Asequence of images over time

23

P

oint Processing of Images

- gamma - brightness original + brightness + gamma

In a digital image, point = pixel. Dynamic range of
the display device

Point processing transforms a %

pixel’s intensity value as
. . Output
function of its value alone; ——
* it does not depend on the
values of the pixel’s neighbors.
Input
Image: a 2D pattern of intensity values 0 6 255

24
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Point Processing of Images

Brightness and contrast adjustment
e Gamma correction

Histogram equalization

Histogram matching

10/14/21
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Point Operations on Images A
via Functional Mappings of Output

intensities Dynamic range of
the display device

Input
0
0 255
Image: ooy I—. J :(D[I ]
Input Output
Pixel: I(l",C) I function, f J(”',C) I
—I If I(r.c)=g
The transformation of image / into image J is and f (g =k

accomplished by replacing each input intensity, g, with hen _
. . . . r =K.
a specific output intensity, &, at every location (7,c) the J( ,C) k

where I(r,c) = g.

The rule that associates & with g is usually
specified with a function, f, so that f'(g) = k.

26
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One-band Image |

Three-band Image |

Point Operations on Images
via Functional Mappings

J(r.c)= 1 (1(r.c)),

for all pixels locations (r,¢).

(]O‘c b)—;f( (rc;b)L or
J(r,e,b)= f,(1(r,c,b)),
for »=0,1,2 and all (r,c).

27

One-band Image |

Either all 3 bands
are mapped through
the same function,
f,or ..

10/14/21

Point Operations on Images
via Functional Mappings

J(r.e)= 1 (1(rc))

for all pixels locations (r,c).

[
Three-band Tmage T~ J(r,c,b)= f(I(r,c,b)), or

Hreb)= 1), \l

for »=0,1,2 and all (V ¢ ..each band is
mapped through

a separate func-
tion, fo.

28

28
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Point Operations Using Look-up Tables

A look-up table (LUT)
implements a
functional mapping.

... then the LUT

that implements 1
B is a 256x1 array
Ifk=r(g) / whose (g )" value
for g=0,...,255, is k= 1(g).

andif k takes on
valuesin {0,...,255},....

To remap a 1-band

image, I,to J:
J =LUT(I)

29

Point Operations Using Look-up Tables

If 7 is 3-band, then

a) each band is mapped separately using the same
LUT for each band or

b) each band is mapped using different LUTs — one for
each band.

a) J=LUT(1),or
b) J(5:b) = LUT,(I(::b)) for b=1,23.

10/14/21
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Point Operations = Look-up Table Ops
oA E.g.:| index | value
@\l
3 101 | 64
S 102 | 68
é — 103 69
‘g’ 104 70
105 | 70
ol 106 | 71
0 127 255
input value input output
10/14/21
31
Look-Up Tables
70‘,"!':,%3—:'*
e
» 3 30/m_\ S======
o apixel with g i 5 is mapped to §
this value = T = this value
32
32

16
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How to Generate a Look-Up Table

For example:

Let a=2.

Let x€{0,...,255}

255

O'(x;a)= 4 g o0127732
Or in Python:
a = 2 . . .
X = np.arange (256) This is JuST
LUT = 255/ (l+np.exp(-a* (x-127)/32)) one example.

10/14/21 33
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Increase Brightness

Channel; [ Luminosity e

_a

Mean: 166.30 Level:
StdDey: 3958 Count:
Median: 158 Percentile:

Pixels: 514500 Cache Level: 1

255

127

Ji(re) I(r,c)+ g, if I(r,c)+g<256 g
r,c)= .
g 255, if 7,(r,c)+g>255 L
g >0 and k& 6{1,2,3} is the bandindex. ‘ transforrlrf7mapping255
10/14/21 34

34

17



10/14/21

Point Processing: Decrease Brightness
Charet [Luminosty ¥
. i
0, if Ik(r,c)—g<0
J =
k(r,c) {Ik(r,c)—g, if Ik(r,c) )
. i =0 127 255
2>0 and k €{1,2,3} isthe bandindex. transform mapping
10/14/21 35

35

Q: The given image intensity transform, the input image is transferred to which one?

Pointwise mapping of image intensity values:
255 Joy) = T(1(xy))

output

o
o 255

input

36
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Probability Density Function (pdf)
Probability Distribution Function (PDF=CDF)

Question: Which is the probability density function that can be

described by just 2 parameters?

This is a parametric pdf

37

Images and Probability

Def: Probability density function (Pdf): A function f of x

f(x) > (forallx
[ f@yas=1

The probability can be calculated by taking the integral of the
function f(x) in an interval of the input variable x

e.g. the probability of the variable x being within the interval [a,b]
would be

/ﬂb f(z)dx

We can find estimates to pdf, e.g. through histogram

38
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Images and Probability

and variance: Gaussian

_ 1 (z—p)?
p(x) . mCXp( 252 )

Important family of probability distributions:

The distribution that can be described by just 2 parameters, mean

Recall difference
between
Probability Density
and Distribution

Density
Gaussian MrbuLm i Function

Gaussian or
"normal"
distribution

'1359 |.3413 | .3413 | .1359!

1 1 L ! L

830 -20 -0 0 5] 20 3o
X

39
The Histogram of

)
a Grayscale Image 2 o
£ 3
= 2
K] »
£ T
2 o
> o
3 5
€ 5
e 5
Q T
= 2,
p Z
. 5 e

16-level (4-bit) image E

40
40
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The Histogram of a Grayscale Image

e Let/ be a 1-band (grayscale) image.
e I(r, c) is an 8-bit integer between 0 and 255.
e Histogram, h;, of I
- a256-element array, h;
- hy(g),forg=0, 2,3, .., 255, is an integer
- h;(g) = number of pixels in / that have value g.

10/14/21 41
41
The Histogram of a Grayscale Image
Black marks
; pixels with
B = R intensity g
Plot of histogram:
number of pixels with intensity g . .
2932 2454 2343 2125 2151 2237 2500 2937 3131 4859 9026 12709 11389 3896 3
1) hQ2) h3) M4) hS) k6) T) MS) hO) A10) h(11) A(12) A(13) A(14) A(15) A(16)
2=0 g=1g=2 g=3 g=4 g=5 g=6 g=7 g=8 g=9g=10g=11g=12g=13g=14g=15
10/14/21 2
42
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| Black marks
o pixels with
“ intensity g

Plot of histogram:
number of pixels with intensity g

2032 2454 2343 2125 2151 2237 2500 2937 3131 4859 9026 12709 11389 3896 244 603
K1) h2) K3) A KS) KE) hT) hE) hO) h(10) h(11) h(12) h(13) h(14) h(1S) h(16)
g=0 g=1g=2 g=3 g=4 g=5 g=6 g=7 g=8 g=9g=10g=1lg=12g=13g=14g=15

10/14/21 43
43
The Histogram of a Grayscale Image
h, (g) = the number
of pixels in /
with graylevel g.
L aaaa—
Mean: 105.88 Level: 207
Std Dev: 45.32 Count: 496
IMedian: 96 Percentile: 94.47
Pixels: 514500 Cache Level: 1
10/14/21 44
44
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e Iflisa 3-band image (truecolor, 24-bit)
o then I(r,c,b) is an integer between 0 and 255.
o Either I has 3 histograms:

e or 1 vzctor-valued histogram, /(g,0,b) where

The Histogram of a Color Image

—  hg(g) =# of pixels in I(:,:,0) with intensity value g
— he(g) =# of pixels in I(:,:,1) with intensity value g
— hp(g) =# of pixels in I(:,:,2) with intensity value g

- h(g0,0) =# of pixels in I with red intensity value g
- h(g0,1) =# of pixels in I with green intensity value g
- h(g0,2) =# of pixels in I with blue intensity value g

10/14/21
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45

There is one histo-
gram per color band
R, 6, & B. Luminosity
histogram is from 1
band = (R+6+B)/3

Channel: [ Red ~

=

IR

The Histogr

B

W
R

Channel: [ Green ~

am of a Color Image

— Channel: Luminosity

Mean: 10588

Level: 207

Std Dev: 4532 Count: 496
Median: 96 Percentile: 34.47
Pixels: 514500 Cache Level: |
[~ Channel: [ Blue ~

Mean: 107.05 Level: Mean: 105.79 Level: Mean: 90.76 Level:
StdDev: 5057 Count: StdDev: 44.48 Count: StdDev: 44.81 Count:
Median: 54 Percentil: Median: 96 Percentil: Median: 77 Percentil:
Pixels: 514500 CacheLevel: 1 Pixels: 514500 CacheLevel: 1 Pixels: 514500 CacheLevel: 1
10/14/21 46

46
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Value or Luminance Histograms

The value histogram of a 3-band (truecolor) image, /, is the
histogram of the value image,

V(r,c) = %[R(r, c) + G(r,c) + B(r,c)]

Where R, G, and B are the red, green, and blue bands of /.

The luminance histogram of / is the histogram of the luminance
image,

L(r,c)=0.299-R(r,c)+0.587-G(r,c)+0.114- B(r,c)

10/14/21 47
47
10000
The Histogram of
9000 [
a Color Image
8000 Histogram of Red Band
Histogram of Green Band
7000 Histogram of Blue Band
Histogram of Luminance

6000 |-

5000 -

4000

3000 -

2000

1000} \"L\

st e
00 200 250
10/14/21 48
48
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Multi-Band Histogram Calculator in Python

import numpy as np
# multiband histogram calculation
def histogram(I):

R, C, B = I.shape

# allocate the histogram
hist = np.zeros([256, 1, B], dtype=np.uint8)

# range through the intensity values
for g in range (256):
hist[g, 0,...] = np.sum(np.sum(I == g, 0), 0)

return hist

10/14/21 50

50

Multi-Band Histogram Calculator in Python

Loop through all intensity levels (0-255)

Tag the elements that have value g.

The result is an RxCxB /ogica/ array that
has a 1 wherever I(r,c,b) =g and 0's
everywhere else.

Compute the number of ones in each band of

import numpy as np

# multiband histogram calculat
def histogram(I):

R, C, B = I.shape the image for intensity g.
Store that value in the 256x1xB histogram
# allocate the histogram at /(g,0,b).

hist = np.zeros([256, 1, B], dtype=np.uint8)

# range through the intensity values
for g in range (256):

hist[g, 0,...] = np.sum(np.sum(I == g, 0), 0)
If B==3, then h(g,0,:) contains 3 sum(sum( ==g)) computes one number
numbers: the number of pixels in for each band in the image.

bands 0, 1, & 2 that have intensity g.

10/14/21 51

51
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The Probability Density Function of an Image

* pp is the normalized histogram of the image 1
. . . P, (g ) = _hl (g
A: total number of pixels in the image. A
* pi(g) is the fraction of pixels in (a specific band of) an image
that have intensity value g.

* pi(g) is the probability that a pixel randomly selected from
the given image band has intensity value g.

* Sum of pi(g) over all g is 1 (whereas the sum of the
histogram /4,(g) over all g from 0 to 255 is equal to the
number of pixels in the image)

10/14/21

52

A.k.a. Cumulative

Distribution Function The CDF is the percentile function
(CDF)

The Probability Distribution Function of an Image

* Pyi(g) is the fraction of pixels in (a specific band of) an image
that have intensity values less than or equal to g.

* Py(g) is the probability that a pixel randomly selected from the
given band has an intensity value less than or equal to g.

* P;(g) is the cumulative (or running) sum of pi(g)from 0 through
g inclusive.

* P(0)=p;(0) and Py(255) = 1; Pi(g) is nondecreasing.

Note: the Probability Distribution Function (PDF, capital letters) and the Cumulative Distribution Function (CDF)

are exactly the same things. Both PDF and CDF will refer to it. However, pdf (small letters) is the density function.

10/14/21 53

53
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Histogram

B rgure 2
e Edt yew Inert Toos Deskop Wndow

loix|
E o B
DSde[s[8309E£-[2[0E[8T

100 150 20 20

Histogram 256 bins

Looking at this histogram, you can see that most the intensities are clustered

in a range of [100, 200]. This is why the image looks “washed out” as the

image is lacking darker values (<100) and brighter values (>200).

54
Histogram as a pdf
A histogram can be normalised and interpreted as a probability density
function (pdf), representing the probability of a pixel having a particular
brightness.
(Y P=TE}
;guﬂﬁl\rvﬁ@wgﬁﬁmmﬁ\-u §
pdf = h / np.sum(h); - oot ofmage nanstes
plt.plot(pdf); -
plt.title('pdf of image intensities'); .. \
plt.xlabel('intensity'); : |
plt.ylabel('probability'); o | ‘\
o |
- v
[
PDF
Here, we could say in this image, a pixel has a higher probability of having an
intensity of 160 than an intensity of 200.
55
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Contrast stretching

We can transform the image intensity values arbitrarily, say using a function

J=al+p
For example, with a =2 and 8 =-200, we spread the intensities to achieve
alpha = 2
beta = -200

J = np.uint8(alpha * np.float32(I) + beta)

cv2.imshow("image',J)

Exercise: Plot the given pointwise transform

e B Yo o Do Dekap e tep

a0l x|
Dodse RS UL a[0E[ 80

Question: Check the histogram of the transormed image. What is not shown in
the above transform equation?

56
Point Processing: Increase Contrast
Channel: | Luminosity v
S
a
Let T,(r,c)=all,(r,c)-127]+127, where a>1.0
0, if 7,(r,c)<0,
J(r,e)=13T,(r,c), if 0<T,(r,c)<255, 20 127 255
255, if T,(r,c)>255. ke{012} transform mapping
10/14/21 57
57
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Point Processing: Decrease Contrast

T,(r,c) = a[l,(r,c)—127]+127,

where 0<a <1.0 and k €{0,1,2}.

Channel: [ Cuminosty |

A

Mean: 116.82 Level:
Std Dev: 2322 Count:
Median: 112 Percentile:
Pixels: 514500 Cache Level: 1
Nal
el
I
~
]
ol
0 127 255

transform mapping

58

Point Processing: Contrast Stretch

Let m, =min[I(r,c)], M, =max[I(r,c)],
m, :min[J(r,c)], M, = max[J(r,c)].
Then,

10/14/21

MJ"‘Q

N

127

Channel: [ Luminosity e
WMean: 8025 Level

StdDev: 5697 Count.

Median: 67 Percentike

Pixels: 514500 Cathe Level: 1

0 m 127 M;255
transform mapping

59
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Gamma correction

Gamma correction applies a non-linear transformation of pixel values.

Tries to take advantage of the non-linear manner in which humans perceive
colour, as human vision follows a gamma function (! be cautious with such claims),
with greater sensitivity to differences between darker tones than lighter ones.

for an image in the range [0, 255]:

1/y
J(r,c)=255-[1(r’c)} for y>1.0
255

gamma = 2;
J = 255~(1-gamma)*np.float32(I).” gamma
cv2.imshow('image', np.uint8(3J))

60

Point Processing:
Increased Gamma

Channel: [ Luminosity =

_A

Mean: 157,00 Level:
StdDev: 4311 Count:
Median: 154 Percentile:

Pixels: 514500 CacheLevel: |

255

127

0 127 255
transform mapping

61
Gamma encoding helps to map data (both analog and digital) into a more perceptually uniform domain.

61
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Point Processing: Decreased Gamma

1/y
J(r,c)zZSS-[I (r’c)} for y<1.0 NE
255 0 m 127 M 255
transform mapping
10/14/21 62
62
Gamma Correction: Effect on Histogram
Original
y=2
1
Y=3
63
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Q: Input image and the transform below is leads to which resulting image?

Uniforyy Quantization of Intensities is a Pointwise image transform too

Input

Uniform Quantization (3 bits per channel)

64

Point Processing: Histogram Equalization

*** Recall from Probability Theory the theorem: If you plug in a random
variable into its own CDF, you get a Uniform distribution: P,(x) ~ U ***

Task: remap image /| so that its histogram is as close to uniform as
possible

Let P, (y) be the cumulative (probability) distribution function of /.

Then J has, as closely as possible, the correct histogram if

J(r.c)= 255-P[1(r.c)] all bands
processed
* The CDF itself is used as the Intensity similarly

transform ( hence the LUT)

10/14/21 65

65
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Histogram equalization

X

do[h|[A A 09LL- B0 nD

With the cdf in place, we can transform the image as

J = np.uint8(255*cdf[I]);
cv2.imshow('image',J);

np.histogram(J.flatten(),256,[0,256])
plt.hist(J3.flatten(),256,[0,256], color = 'b')

Note: OpenCV has a function equalizeHist

66

Histogram equalisation

Histogram equalisation tries to achieve a flat histogram. This way all image
intensities are used in equal amounts.

This uses the cumulative histogram, computed as

hist,bins = np.histogram(img.flatten(),256,[0,256])
cdf = hist.cumsum()

cdf_normalized = cdf * hist.max()/ cdf.max()
plt.plot(cdf_normalized, color = 'b")

[T ol
Fie Edit View Insert Tools Desktop Window Help )
PEEEIN RN PARIEEILE-)

08
06

o 50 100 15 200 250 300

67
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http://uk.mathworks.com/help/images/ref/histeq.html

Point Processing:
Histogram Equalization

Mean: 10588
Std Dev: 4532
Median: 36

Pixels: 514500

— Chamel: Luminosity

y -

Level 207
Count; 496

Percentile: 94.47

Cache Level: 1

before

[ Channel: [ Luminosity <]

el

—
Mean: 135.26 Level:
Std Dev: 69.32 Count:
Median: 139 Percentile:
Pixels: 514500 Cache Level: 1
after

10/14/21

by Richard Alan Peters I

68

Histogram EQ

The CDF (cummulative

0.015

pdf

0.005 |-

distribution) is the
LUT for remapping.

CDF

L
100

L
150

' L
200 250

10/14/21
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by Richard Alan Peters Il
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Histogram EQ

The CDF (cummulative

distribution) is the

oms LUT for remapping.
U
0.01 -
0.005 -
0
LUT
255
204
153
102
51
0 50 11;0 15ll) 2[;0 25‘0
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Histogram EQ
The CDF (cummulative
distribution) is the
oors LUT for remapping.
.
0.01
0.005 |-
0
LUT
255 ;
204 &
153
102 |-
0 50 160 1.;0 Z(;D 2;0
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Histogram EQ

Luminance Histogram of Ori

iginal Image
T

10/14/21
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o L . .
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Luminance Histogram of Equalized Image
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50

T T
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THQ

00 02 04 06 08 10
Pixel intensity

00 02 04 06 08 10
Pixel intensity

Number of pixels

2500

1875
1250
0.625

0.000
0.

.0

.
02 04 06 08 10
Pixel intensity
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Point Processing: Histogram Matching

Task: remap image / so that it has, as closely as possible,
the same histogram as image J.

Because the images are digital it is not, in general,
possible to make 4, = h,. Therefore, p; £ p; .

Q: How, then, can the matching be done?
A: By matching percentiles.

10/14/21 74

74

Example: Histogram Matching

original target remapped
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Histogram Equalization is a special case of histogram matching where the specified histogram is

uniformly distributed.
First let's understand the main idea behind histogram matching.
We will first equalize both original and specified histogram using the Histogram Equalization

method. As we know that the transformation function is invertible, so by inverting we can get the
mapping from original to specified histogram. The whole operation is shown in the below image

For example, suppose the pixel value 10 in the original image gets mapped to 20 in the
equalized image. Then we will see what value in Specified image gets mapped to 20 in the
equalized image and let’s say that this value is 28. So, we can say that 10 in the original
image gets mapped to 28 in the specified image.

theailearner.com/2019/04/10/histogram-matching-specification/

76

Matching Percentiles

... assuming a 1-band
image or a single band
of a color image.

Recall:
» The CDF of image 7 is such that 0 < P;(g;) < 1.

* P;( g;) = ¢ means that c is the fraction of pixels in / that have a
value less than or equal to g;.

* 100c is the percentile of pixels in [ that are less than or equal to g;.

To match percentiles, replace all occurrences of value g; in image
I with the value, g;, from image J whose percentile in J most
closely matches the percentile of g; in image /.

10/14/21 71

77

10/14/21

38



Matching Percentiles

Py(gy-1) < Pi(g) < Ps(g).

Pi(gr)
Ps(gr)

So, to create an image, K, from image / such that K
has nearly the same CDF as image J do the following:

If I(r,c) = g; then let K(7,c) = g; where g;is such that

... assuming a 1-band
image or a single band
of a color image.

Example:
I(rc)=5
P;(5)=10.65
P;(9)=0.56
P;(10)=0.67
K(r,c)=10

il
06— 06—
04 04—
02 H 02
00 d X
1 4 78

N —
©

> 5(678 910112131415 g; 0234567891112131415 o
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. . . - assuming a 1-band
Histogram Matching Algorithm image or a single band
of a color image.
R, C=1.shape This directly matches
K=np.zeros ((R,C)) image [ to image J.
g = my _ -
for gy in range (m; to M;): P;(g1): CDF of 1
. P, : CDF of J
while g <255 AND P[g,]<1 AND 4C) ©
Plg]<Plg,: my = minJ,
e e M, = maxJ,
g =8+l m, = min/,
end [ ( )] M,= maxl/.
K=K+ x([==
o & &1 Better to use a LUT.
See the slide (6 next)
| y i
10/14/21 79
79
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Example: Histogram Matching

Image pdf Image with
16 intensity
5 030 values
=) L Image
—g- 0.25 probability density function,
pdf}.

0.20 -

015

0.10 -

0.05 - I

0.00

|
01234567 89101112131415 g
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Example: Histogram Matching
Image CDF
[ —
20 1.0 Image R
ooy Probability Distribution
a 08l Function,
O “*| PDF,* a
0.6 [~
0.4
02
0.0 = = =
01234567389101112131415 &
*a k.a Cumulative Distribution Function, CDFj.
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Example: Histogram Matching

Target pdf Target with
16 intensity

— o1e values

L0 Oils Target

'4_5? probability density function,

& 012 pdf;.

0123456789101112131415 g
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Example: Histogram Matching
Target CDF
0 —
&f 10 Target -
E Probability Distribution Function,
O 0.8 - PDF.*
0.6
04
021
0.0 -
0123456789101112131415 &
*a.k.a Cumulative Distribution Function, CDF}.
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Histogram Matching with a Lookup Table

The given algorithm (5 slides previously) matches one image to
another directly. Often it is faster or more versatile to use a
lookup table (LUT). Rather than remapping each pixel in the
image separately, one can create a table that indicates to which
target value each input value should be mapped. Then

K=LUTI[I] (see the graphics on the next slide)

In Python if the LUT is a 256 X 1 matrix with values from 0 to
255 and if image / is of type uint8, it can be remapped with the

following code:

K = np.uint8 (LUT[double(I)])

10/14/21 84
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LUT Creation
10 R VT -
Image CDF Target CDF
08 08
06 mmE 0:6
04 04
02 I 02+
0.0 Ty 0.0 Y
0123(4)567 8910112131415 012345678 91112131415
15 - W
LUT

12

6

3

0 L -

012 3@5 6 78 9101112131415
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Look Up Table for Histogram Matching

This creates a look-up
LUT =np.zeros ( (256, 1)) table which can then be
g =0 used to remap the image.

for g; in range (255):
while Plg,]<P[g,] AND g, <255:

g,=g,+L
LUT : Look-Up T
end | (g,) ook-Up Ia e
10/14/21 86
86
Input & Target CDFs, LUT and Resultant CDF

~ 1.0 ~ 10
. Input 52 o ‘ Tar_"ge'r
A 0.6 & 0.6

0.4 04

0.2 0.2

00 01234567 89101112131415 g 00 01234567 8910112131415 g
’;015 10
2. LUT 0 05 Result
B 9 n:ff 06

3 0:2

0 01234567 8910112131415 g 00 01234567 89101112131415 g
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Example: Histogram Matching

original remapped
10/14/21 88
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Remap a color Image:
original G&B<+R B&R+G R&G+B
To have one of its Color band
pdfs Match another
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89
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Probability Density Functions of a Color Image

Alas-Mercury r, g, b, &v pdfs (densities)

blue pdf
luminosity pdf

red pdf

10/14/21 90
90
Cumulative Distribution Functions (CDF)

i Atlas-Mercury r, g, b, & v PDFs (Distributions)

05+~ /'/V“ o

//

° 50 100 WS‘EI 200 250
1

LE-TS
0 50 100 Wéﬂ 200 250
1 P—

s o . o
o= 50 100 WE‘D 200 250
1 T

LE) ’/
° = S‘D 100 WS‘EI 200 250

red CDF blue CDF
green CDF luminosity CDF
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Probability Density Functions of a Color Image

TechnaTrousersr, g, b, & v pdfs (densities)

red pdf
green pdf

blue pdf
luminosity pdf

TechnoTrousers

10/14/21 92
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Cumulative Distribution Functions (CDF)

TechnoTrousers r, g, b, & v PDFs (Distributions)

05 sl
It
50 100 150 200 250
1 T T ——————
05} - =
o 50 100 1.":0 200 250
1 T
05- - o =
|
50 100 150 200 250
1 T T T
05 /
o
° — /SD 130 1;0 ZE"D 250
red CDF blue CDF
green CDF luminosity CDF
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Remap an Image to have the Lum. CDF of Another

original luminosity remapped

10/14/21 94

94

CDFs and the LUT

Atlas-Mercury Luminosity CDF
T T

05f
0 . . . \ ,
50 TechnoTrousers Luminosity CDF 200 250
1 r : i
05 /
0 n . . . .
LUT (Luminosity) Atlas-Mercury to TechnoTrousers 250
T T
200
100+
0 . . . , .
50 tlas-Mercury Luminosity COF 200 250
1 ; - i
05} //
0 L . , , .
50 100 150 200 250
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Atlas-Mercury r, g, b, &v pdfs (densities)

Atlas-Mercury Value Remapped pdfs (densities)

Effects of Luminance Remapping on pdfs

00251

00151

0.005
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Alas-Mereury r, g, b, & v PDFs (Distributions)

Alas-Mercury Value Remapped PDFs (Distributions)

Effects of Luminance Remapping on CDFs

e e
05 3 05 -
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, , o 1 | | | ,
50 100 150 200 250 50 100 150 200 250
1 T 1 T :
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original

10/14/21

Remap an Image to have the rgb CDF of Another

target R, G, & B remapped

98

98

Atlas-Mercury Red PDF
1 SR

CDFs and the LUTs

Atlas-Mercury Green PDF Atlas-Mercury Blue PDF

TechnoTrousers Red PDF =
1 —

TechnoTrousers Green PDF = TechnoTrousers Blue PDF =

05+ pa TR

LUT (Red) Atlas-Mercury to TechnoTrousers

LUT (Green) Atlas-Mercury to TechnoTrousers LUT (Blue) Atlas-Mercury to TechnoTrousers 0

- T 1 M - _
i P
100 10r 4w s
-
Z //_/ L L L
Atlas-Mercury RGB Remapped Red PDF = Atias-Mercury RGB Remapped Green PDF %0 Atlas-Mercury RGB Remapped Blue PDF =
1 — 1 - T
05} T 05} 05,
50 100 150 0 20 50 100 150 0 20 50 100 150 20 250
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Effects of RGB Remapping on pdfs

Atlas-Mercury r, g, b, &v pdfs (densities)

00251

00151

0005 I

Before I
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Atlas-Mercury RGB Remapped pdfs (densities)
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Alas-Mereury r, g, b, & v PDFs (Distributions)

Effects of RGB Remapping on CDFs
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END OF LECTURE

Recall Learning objectives of Week 2: Students will be able to:
1. Discuss the main problems of computer (artificial) vision, its uses
and applications
2. Design and implement various image transforms: point-wise

transforms

Reading Assignments:
[Klette Book] 1.1,1.3,2.1.1,2.1.2

[Gonzalez and Woods]: Chap 3.1-3.3

HW 1 Assigned: you get your hands dirty by starting with
your first Image Processing implementations
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