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GANs, Goodfellow et al  2014

GANs

GANs: Algorithms that map white noise to random high-dimensional objects with structure: 

Trained using samples (e.g. faces) 
from true high-dimensional 
distribution with structure (e.g. 
natural face images) 

Loss Function for vanilla (standard) GAN):
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Deepmind DL Lectures
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GANs, Goodfellow et al  2014

GANs
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GANs
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GANs
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Min-Max theorem
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Min-Max theorem
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GANs

Picture: Costis Daskalakis

Loss for Wasserstein GAN, Arjovski 2017
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GANs

QUESTION:  Is the GAN objective function convex-concave?

Answer: No!

What can be done?

1. study local saddles (don’t necessarily exist), e.g. [Daskalakis-Panageas NeurIPS’18]

2. study local min of max 𝑓(⋅, 𝑦) function, e.g. [Jin-Netrapali-Jordan’19] 

3. Go ahead and train your generator and discriminator to find a low value for the loss function

4. Evaluate your performance

Note:  Your algorithm may fail to converge
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Many variants of GANs

Early methods: architectural changes are advised, for instance DCGAN:

DCGAN Unsupervised Representation Learning with Deep Convolutional GANs, Radford et al ICLR 2016
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Wasserstein GAN

Wasserstein GANs, Arjovski et al 2017

17

GANs have a number of common failure modes

All of these common problems are areas of active research

Common Failure Modes of GANs
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Oscillations in GAN training

Figure from: Unrolled Generative Adversarial Networks, Metz ICLR 2017

Oscilations: e.g. Gaussian mixture

Output Distribution of vanilla GAN, trained via gradient descent/ascent dynamics: cycling thru modes at different steps of training
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Oscillations in GAN 
training

Unrolled Generative Adversarial Networks, Metz ICLR 2017

True Distribution: MNIST

Output Distribution of vanilla GAN, trained via gradient descent/ascent dynamics: cycling thru “proto-digits” at different steps of training
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Mode Collapse Problem in GANs

Problem: Generator characterizes only a few images to keep fooling the discriminator in GAN,
i.e. the input latent space is mapped to only a few points in the image space. 

Normally, you want your GAN to produce a wide variety of outputs. You want, 
for example, a different face for every random input to your face generator.
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Figure: VEEGAN: Reducing Mode Collapse in GANs using Implicit Variational Learning, Srivastava 2017

Mode Collapse Problem in GANs

22



14.12.2021

12

GAN Variants: VeeGAN

VEEGAN: Reducing Mode Collapse in GANs using Implicit Variational Learning, Srivastava 2017

An idea to address mode collapse

The main idea of VEEGAN: introduce a second network Fθ, the reconstructor network, which is learned both to map 
the true data distribution p(x) to a Gaussian and to approximately invert the generator network. 
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Catastrophic Forgetting problem  of GAN

When a GAN suffers from catastrophic forgetting in its Discriminator, 
it exhibits undesired behaviors such as mode collapse and non-
convergence.
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AdaGAN

* Accepting that the GAN will
cover only a subset of the
modes in the dataset, train
multiple GANs to cover
different modes

* Use multiple generative
models combined into a 
mixture

Q: what is the main downside
of this approach?

AdaGAN: Boosting Generative Models, Tolstikhin et al 2017.
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DeshuffleGAN: A Self-Supervised GAN: an approach 
to combat catastrophic forgetting  

Gulcin Baykal, Furkan Ozcelik, Gozde Unal. Exploring DeshuffleGANs in Self-Supervised Generative Adversarial Networks. 
Pattern Recognition, Volume 122, 2022. 108244, ISSN 0031-3203, https://doi.org/10.1016/j.patcog.2021.108244.

We deployed a commonly used self-supervised learning pretext of jigsaw puzzle solving as an auxiliary 
task for the Discriminator. We improved the structural representation quality of the generated images 
which are better to capture the original distribution compared to the baseline results.
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Bidirectional GANs
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BigBiGAN
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Nearest neighbors in BigBiGAN Encoder feature space 
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Conditional GANs (cGANs)

Figure: Mirza, Osindero, Conditional Generative Adversarial Nets, 2014

Helps prevent mode collapse

A conventional way of feeding y to D: to concatenate the vector y to
the feature vector x, either at the input layer as in (Mirza-Osindero), or
at some hidden layer (Reed et al.)
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Unconditional          vs         Conditional GANs

provides a sample from the data distribution, 
but the user has no control over what kind of 
sample. 

1. We can specify what sample we want, e.g. A cat

2. Input image can be provided.
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Conditional GANs (cGANs)

Figure: cGANs with Projection Discriminator, Miyato and Koyama ICLR 2018
Typically: use y to denote a one-hot vector of the label y 

40



14.12.2021

21

Performance Evaluation
How to evaluate Generated Image Quality?

Some Ideas:

• Have humans evaluate the generation quality !

• Use synthetic/toy datasets such as mixture of Gaussians to see whether 
your model captures all modes

• No evaluation metric is able to capture all desired properties: 
sample quality, generalization, representation learning

• GANs are implicit models, there is no explicit log likelihood to
evaluate
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Performance Evaluation

Other ideas:

* Calculate a density estimator ?? and compare the generated data distribution to the training data 
distribution

…??? Open research problem! 

With some of the Conditional GANs, more apparent ways: e.g compare to the 
paired images through reconstruction Loss: e.g. Pix2Pix
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THE END

GANs: The most active current area of research in Deep Unsupervised Learning

Please read material I referred to in these slides, as well as others that may be of interest to your own work
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